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Nomenclature

| $\mathscr{C}$ | $=$ termination set |
| :--- | :--- |
| $\mathbf{f}$ | $=$ system nonlinear dynamics |
| $\mathscr{H}$ | $=$ Hamiltonian |
| $J$ | $=$ objective cost functional |
| $m$ | $=$ terminal manifold |
| $t$ | $=$ time, [sec] |
| $x_{i}$ | $=$ x-position of an agent, $i$, [normalized-length] |
| $\mathbf{u}$ | $=$ controls of the dynamic system |
| $\mathbf{x}$ | $=$ states of the dynamic system |
| $y_{i}$ | $=$ y-position of an agent, $i$, [normalized-length] |
| $z_{i}$ | $=$ z-position of an agent, $i$, [normalized-length] |
| $\gamma_{i}$ | $=$ flight path angle for an agent, $i$, [rad] |
| $\lambda_{x}$ | $=$ costate for a state, $x$ |
| $\lambda$ | $=$ vector of costates |
| $\mu$ | $=$ speed ratio |
| $\psi_{i}$ | $=$ heading angle for an agent, $i$, [rad] |
| Subscripts |  |
| 0 | $=$ initial time |
| $f$ | $=$ final time |
| $O$ | $=$ Observer |
| $T$ | $=$ Target |
| Superscripts |  |
| $*$ | $=$ optimal value |

## I. Introduction

In this paper we consider the observation of a faster, non-maneuvering, target by a slower observer in 3-dimensional (3-D) Cartesian space, rather than in the plane. The observation problem is commonly referred to as Intelligence, Surveillance, and Reconnaissance (ISR) [1-3]. One goal of an ISR platform is the observation of a target, whether it be moving or stationary.

Observation of a slower ground vehicle by a single or team of faster aerial platforms has been considered [4-10]. Shaferman and Shima considered the tracking problem of a ground moving target in an urban terrain, with and without airspace limitations [4]. In their paper, they considered the task of tracking the ground vehicle by either a single or team

[^0]of unmanned air vehicles. In order to handle the computational complexity from numerous mobile agents, Shaferman and Shima made use of an Evolutionary Algorithm (EA) to find optimal strategies for the multiple UAVs. In another work, He, Bachrach, and Roy considered a quad-rotor utilizing a downward-pointing camera capable of tracking a ground vehicle restricted to a road network [5]. He et al. considered a Bayesian approach for tracking the targets and demonstrated their approach in simulation and on hardware. In [6], sensor coverage effectiveness for a single mobile target and a group of mobile sensors was investigated. In their work, the authors described a connection between numbers of searchers and the amount of searcher motion. In [7], the coverage of a mobile sensor network resulting from continuous movement of sensors was studied. In their work, the authors took a game theoretic approach and obtained the optimal mobility strategy for sensors and intruders. In his master's thesis, Livermore considered an ISR platform equipped with a gimbaled camera which allowed the ISR platform to observe a ground target at various aspect angles [8]. In [9], Zhang and Hwang proposed a strategy for a single fixed-wing aircraft to tracking multiple mobile ground targets using recursive Bayesian estimation. Garnett and Flenner presented a problem consisting of a faster ISR platform and slower target in 2-D where the goal was to maximize the information was shared between two UAVs [10]. Because of the model complexity, they required the use of a nonlinear program solver to numerically find the optimal control strategies for the ISR platform which maximized the information shared between the two UAVs.

Differential games which posed the surveillance of an evading player were considered in [11-16]. In these differential games a pursuer with a defined detection region was pitted against an evader whose goal was to escape as soon as possible. The differential game studied by Dobbie and Taylor considered a fast pursuer with turn restrictions and circular surveillance region against a slower maneuverable evader capable of instantaneous changes in heading [11, 12]. Different to Taylor's work, Lewin imposed a turning rate constraint on the pursuer and allowed the pursuer's speed to vary from full stop to a bounded maximum [13, 14]. Another differential game investigated by Fuchs involved a fast pursuer that was pitted against a slower and less maneuverable evader with radar cross section [15]. In the game, the pursuer aimed to accumulate enough information about the target to achieve a defined probability of identification while the evader tried to evade the pursuer to remain undetected.

While the previous works have described optimal means of conducting ISR missions when the ISR platform is faster than the target, less common is the consideration of conducting ISR on targets which are faster. The capture of a faster ship by a slower one was proposed by Ogilvy [17] and solved by Klamkin. In an early work by Breakwell, a pursuit-evasion game was posed wherein a slower pursuer was employed against a faster evader [18]. Breakwell, also considered a nonzero capture radius for the slower pursuer. The approach taken by Breakwell solved for the acquisition of a faster evader by a slower pursuer, but ISR requires keeping the pursuer within the surveillance range of the pursuer for as long as possible. In [19] the observation of a faster target in 2-D was solved by Weintraub et al.; this paper is an extension of that work by considering the observation in the 3-D Cartesian space rather than restriction to a 2-D plane.

One motivation for considering the mobile target to be faster than the observer is for the modeling of air-to-air ISR missions. In the event that a slower ISR platform has made contact with a faster target, the strategy for the observer which maximizes the observation time is of interest. Using optimal control theory [20], this paper poses and solves for the optimal heading and flight path angle of a slower observer which results in max-time observation of the faster target in 3-D when simple motion is considered.

## II. Optimal Control

Consider the optimal observation of a faster, non-maneuvering target by a slower observer in 3-D. Define the constant speed of the observer, $O$, and the target, $T$, as $v_{O}$ and $v_{T}$ respectively. The state space is composed of the position of the observer and the target whose locations in Cartesian space are $\left(x_{O}, y_{O}, z_{O}\right)^{T}$ and $\left(x_{T}, y_{T}, z_{T}\right)^{T}$ respectively. The complete state of the observation scenario, $\mathbf{x}$, is defined as follows:

$$
\begin{equation*}
\mathbf{x}=\left(x_{O}, y_{O}, z_{O}, x_{T}, y_{T}, z_{T}\right)^{T} \in \mathbb{R}^{6} \tag{1}
\end{equation*}
$$

The observer's control is composed of the instantaneous heading angle, $\psi$, and flight path angle, $\gamma$. The control vector, $\mathbf{u}$, is defined as follows:

$$
\begin{equation*}
\mathbf{u}=\left(\psi_{O}, \gamma_{O}\right)^{T} \in \mathbb{R}^{2} \tag{2}
\end{equation*}
$$

A governing assumption in this scenario is that the target is faster than the observer, $v_{O}<v_{T}$. Without loss of generality, the speed ratio between the observer and the target is defined as: $\mu=v_{O} / v_{T}$. In the scenario, the target is faster than the observer and therefore: $0<\mu<1$. Using normalization, the nonlinear dynamics, $\dot{\mathbf{x}}(t)=f(\mathbf{x}(t), \mathbf{u}(t), t)$,
may be represented as function of the speed ratio, $\mu$, rather than their individual speeds as follows:

$$
\left(\begin{array}{c}
\dot{x}_{O}  \tag{3}\\
\dot{y}_{O} \\
\dot{z}_{O} \\
\dot{x}_{T} \\
\dot{y}_{T} \\
\dot{z}_{T}
\end{array}\right)=\left(\begin{array}{c}
\mu \cos \gamma_{O} \cos \psi_{O} \\
\mu \cos \gamma_{O} \sin \psi_{O} \\
\mu \sin \gamma_{O} \\
\cos \gamma_{T} \cos \psi_{T} \\
\cos \gamma_{T} \sin \psi_{T} \\
\sin \gamma_{T}
\end{array}\right)
$$

In the model, it is assumed that the position and course of the target is constant and known by the observer. As described in Eq. (3], the course of the target is defined by the target's heading, $\psi_{T}$, and flight path angle, $\gamma_{T}$. The control of the observer is his heading, $\psi \in[0,2 \pi)$, and flight path angle, $\gamma \in[-\pi, \pi]$. At the onset we consider the target to be a distance $R$ from the observer. Also, the observer is located at an azimuth, $\beta$, and elevation, $\alpha$ with respect to the target's position at the instant the scenario begins. More explicitly:

$$
\begin{equation*}
\overline{T O}=R \quad \mid t=t_{0} \tag{4}
\end{equation*}
$$

The initial conditions in the scenario are shown in Figure 1. This spherical model assumes that observation is guaranteed so long as the target is within a fixed range of the observer, independent of the agent's respective azimuth and elevation to each other. In this paper we consider the time-optimal strategy of the observer, $O$ which maximizes the time the faster target is kept under observation.


Fig. 1 The initial geometry when the observer has made contact with the target
Since the target is faster than the observer, escape from the circular observation envelope is guaranteed. Moreover, the termination set which represents the escape of the target from the observation circle is defined as follows:

$$
\begin{equation*}
\mathscr{C}=\left\{\mathbf{x} \mid R^{2}-\left(x_{O}-x_{T}\right)^{2}-\left(y_{O}-y_{T}\right)^{2}-\left(z_{O}-z_{T}\right)^{2} \leq 0\right\} \tag{5}
\end{equation*}
$$

The terminal time, $t_{f}$, is defined as the instant where the state and time satisfies Eq. (5); at which time, the terminal state is: $\mathbf{x}\left(t_{f}\right)=\left(x_{O_{f}}, y_{O_{f}}, z_{O_{f}}, x_{T_{f}}, y_{T_{f}}, z_{T_{f}}\right)^{T}$. Since our objective is to maximize the time by which the target remains within the circular observation radius, we consider the max-time objective functional:

$$
\begin{equation*}
J=\int_{0}^{t_{f}}-1 \mathrm{~d} t=-t_{f} \tag{6}
\end{equation*}
$$

The optimal time of observation is $t_{f}^{*}=-\min J$ subject to the termination set in Eq. (5). The goal is to find the optimal observer's heading and flight path angle time histories which minimize the objective cost functional in Eq. (6), namely:

$$
\begin{equation*}
\mathbf{u}^{*}=\underset{\mathbf{u}}{\operatorname{argmin}} J \tag{7}
\end{equation*}
$$

In this scenario, the Hamiltonian is defined as the inner product of the costates and the dynamics, $\mathscr{H}=\langle\boldsymbol{\lambda}, f(\mathbf{x}, \mathbf{u}, t)\rangle$. The Hamiltonian can be written more explicitly as follows:

$$
\begin{align*}
\mathscr{H}= & \lambda_{x_{O}} \mu \cos \gamma_{O} \cos \psi_{O}+\lambda_{y_{O}} \mu \cos \gamma_{O} \sin \psi_{O}+\lambda_{z O} \mu \sin \gamma_{O}  \tag{8}\\
& +\lambda_{x_{T}} \cos \gamma_{T} \cos \psi_{T}+\lambda_{y_{T}} \cos \gamma_{T} \sin \psi_{T}+\lambda_{z_{T}} \sin \gamma_{T}
\end{align*}
$$

where the costates are $\lambda=\left(\lambda_{x_{O}} \lambda_{y_{O}} \lambda_{z_{O}} \lambda_{x_{T}} \lambda_{y_{T}} \lambda_{z_{T}}\right)^{T}$.

## A. Necessary Conditions for Optimality:

Utilizing the Hamiltonian in Eq. (8), the necessary conditions for optimality are formulated by taking the following partial derivatives:

$$
\begin{align*}
\dot{\mathbf{x}}^{*}(t) & =\frac{\partial \mathscr{H}\left(\mathbf{x}^{*}(t), \lambda^{*}(t), \boldsymbol{u}_{O}^{*}(t), t\right)}{\partial \lambda^{*}(t)}  \tag{9}\\
\dot{\lambda}^{*}(t) & =-\frac{\partial \mathscr{H}\left(\mathbf{x}^{*}(t), \lambda^{*}(t), u_{O}^{*}(t), t\right)}{\partial \mathbf{x}^{*}(t)}  \tag{10}\\
\mathbf{0} & =\frac{\partial \mathscr{H}\left(\mathbf{x}^{*}(t), \lambda^{*}(t), \boldsymbol{u}_{O}^{*}(t), t\right)}{\partial u_{O}^{*}(t)} \tag{11}
\end{align*}
$$

where the superscript, $*$, represents optimally. Evaluating the necessary condition described in Eq. (11):

$$
\begin{equation*}
\binom{0}{0}=\binom{\frac{\partial \mathscr{H}}{\partial \psi_{O}}}{\frac{\partial \mathscr{H}}{\partial \gamma_{O}}}=\binom{-\lambda_{x_{O}}^{*} \mu \cos \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \mu \cos \gamma_{O}^{*} \cos \psi_{O}^{*}}{-\lambda_{x_{O}}^{*} \mu \sin \gamma_{O}^{*} \cos \psi_{O}^{*}-\lambda_{y_{O}}^{*} \mu \sin \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{z_{O}}^{*} \mu \cos \gamma_{O}^{*}} \tag{12}
\end{equation*}
$$

Algebraic manipulation of the first term in Eq. (12) provides a relationship between the optimal heading of the observer and the costates for the observer.

$$
\begin{equation*}
0=-\lambda_{x_{O}}^{*} \mu \cos \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \mu \cos \gamma_{O}^{*} \cos \psi_{O}^{*} \tag{13}
\end{equation*}
$$

Through algebraic manipulation Eq. 13 can be simplified to be the following:

$$
\begin{equation*}
\cos ^{2} \psi_{O}^{*}=\frac{\lambda_{x_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* *}} \tag{14}
\end{equation*}
$$

Using the trigonometric identity $\sin ^{2}(x)+\cos ^{2}(x)=1 \forall x \in \mathbb{R}$, Eq. 14 can be written as follows:

$$
\begin{equation*}
\sin ^{2} \psi_{O}^{*}=\frac{\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}} \tag{15}
\end{equation*}
$$

The derivation for reaching Equations (14) and (15) from Eq. 13) can be found in Appendix A.A. The following equation:

$$
\begin{aligned}
0 & =-\lambda_{x_{O}}^{*} \mu \cos \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \mu \cos \gamma_{O}^{*} \cos \psi_{O}^{*} \\
& =\cos \gamma_{O}^{*}\left(-\lambda_{x_{O}}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \cos \psi_{O}^{*}\right),
\end{aligned}
$$

implies that either $\cos \gamma_{O}^{*}=0$, or, more generally $\left(-\lambda_{x_{O}}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \cos \psi_{O}^{*}\right)=0$. The general case can be written

$$
0=\left[\begin{array}{ll}
\lambda_{y_{O}}^{*} & -\lambda_{x_{O}}^{*}
\end{array}\right] \cdot\left[\begin{array}{ll}
\sin \psi_{O}^{*} & \cos \psi_{O}^{*}
\end{array}\right]
$$

which implies that the two vectors are perpendicular. Therefore, the optimal observer heading angle obeys the following:

$$
\begin{equation*}
\cos \psi_{O}^{*}= \pm \frac{\lambda_{x_{O}}}{\sqrt{\lambda_{x_{O}}^{2}+\lambda_{y_{O}}^{2}}}, \quad \sin \psi_{O}^{*}= \pm \frac{\lambda_{y_{O}}}{\sqrt{\lambda_{x_{O}}^{2}+\lambda_{y_{O}}^{2}}} \tag{16}
\end{equation*}
$$

wherein the signs of the two expressions are coupled.
Similarly, though algebraic manipulation of the second term from Eq. 12, the optimal flight path angle of the observer is found as a function of the optimal costates of the observer. The second term from Eq. 12 is repeated here for convenience:

$$
\begin{equation*}
0=-\lambda_{x_{O}}^{*} \mu \sin \gamma_{O}^{*} \cos \psi_{O}^{*}-\lambda_{y_{O}}^{*} \mu \sin \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{z_{O}}^{*} \mu \cos \gamma_{O}^{*} \tag{17}
\end{equation*}
$$

Through algebraic manipulation Eq. 17) can be manipulated to obtain the following:

$$
\begin{equation*}
\cos ^{2} \gamma_{O}^{*}=\frac{\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}}{\lambda_{z O}^{* 2}+\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}} \tag{18}
\end{equation*}
$$

Further expansion and substitution of Equations (14) and (15) into Eq. 18), the optimal flight path angle as a function of the optimal costates is obtained:

$$
\begin{equation*}
\cos ^{2} \gamma_{O}^{*}=\frac{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2} \lambda_{z_{O}}^{* 2}} \tag{19}
\end{equation*}
$$

The algebraic derivation which starts with Eq. 17) and results in Eq. 19 can be found in Appendix A.B Further evaluation of the necessary conditions for optimality shows that the optimal heading and flight path angle by the observer is constant for the entire engagement. Evaluating the necessary condition in Eq. 10p one finds the dynamics of the costates by evaluating the following partials:

$$
\left(\begin{array}{l}
\dot{\lambda}_{x_{O}}^{*}  \tag{20}\\
\dot{\lambda}_{y_{O}}^{*} \\
\dot{\lambda}_{z_{O}}^{*} \\
\dot{\lambda}_{x_{T}}^{*} \\
\dot{\lambda}_{y_{Y}}^{*} \\
\dot{\lambda}_{z_{T}}^{*}
\end{array}\right)=-\left(\begin{array}{l}
\frac{\partial \mathscr{H}}{\partial x_{O}} \\
\frac{\partial \mathscr{H}}{\partial y_{O}} \\
\frac{\partial \mathscr{H}}{\partial z_{O}} \\
\frac{\partial \mathscr{H}}{\partial x_{T}} \\
\frac{\partial \mathscr{H}}{\partial y_{T}} \\
\frac{\partial \mathscr{H}}{\partial z_{T}}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

Since the states are not explicit in the Hamiltonian in Eq. (8), the optimal costates are constant, i.e. $\lambda^{*}(t)=\lambda^{*}$ because the observer is holonomic. Since the optimal costates are constant, the optimal control is constant. Therefore the resulting optimal trajectory of the observer is a straight-line trajectory:

$$
\begin{align*}
& \psi_{O}^{*}(t)=\psi_{O}^{*}=\cos ^{-1}\left(\sqrt{\frac{\lambda_{x_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}}\right)  \tag{21}\\
& \gamma_{O}^{*}(t)=\gamma_{O}^{*}=\cos ^{-1}\left(\sqrt{\frac{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}+\lambda_{z_{O}}^{* 2}}}\right) \tag{22}
\end{align*}
$$

## B. Transversality Conditions

Next, consider the transversality conditions which may be used to formulate the relationship between the states and costates at final time:

$$
\begin{equation*}
\frac{\partial h}{\partial \mathbf{x}}\left(\mathbf{x}^{*}\left(t_{f}\right), t_{f}\right)-\lambda^{*}\left(t_{f}\right)=d \frac{\partial m}{\partial \mathbf{x}}\left(\mathbf{x}^{*}\left(t_{f}\right), t_{f}\right) \tag{23}
\end{equation*}
$$

Define $h\left(\mathbf{x}\left(t_{f}\right), t_{f}\right)$ as the terminal cost of the objective functional, $\lambda\left(t_{f}\right)$ as the costates at final time, $d$ as a slack variable, and $m\left(\mathbf{x}\left(t_{f}\right), t_{f}\right)$ as the terminal manifold. From Eq. 6], the terminal cost in the objective cost functional is constant, $\frac{\partial h}{\partial \mathbf{x}}=0$. We defined the terminal manifold in Eq. [5] and therefore:

$$
\begin{equation*}
m\left(\mathbf{x}^{*}\left(t_{f}\right), t_{f}\right)=\left(x_{O}^{*}\left(t_{f}\right)-x_{T}^{*}\left(t_{f}\right)\right)^{2}+\left(y_{O}^{*}\left(t_{f}\right)-y_{T}^{*}\left(t_{f}\right)\right)^{2}+\left(z_{O}^{*}\left(t_{f}\right)-z_{T}^{*}\left(t_{f}\right)\right)^{2}-R^{2} \tag{24}
\end{equation*}
$$

Substitution of Eq. 24) in to the transversality condition Eq. 23) the following is obtained:

$$
-\lambda^{*}\left(t_{f}\right)=d\left(\begin{array}{llllll}
\frac{\partial m}{\partial x_{O}} & \frac{\partial m}{\partial y_{O}} & \frac{\partial m}{\partial z_{O}} & \frac{\partial m}{\partial x_{T}} & \frac{\partial m}{\partial y_{T}} & \frac{\partial m}{\partial z_{T}} \tag{25}
\end{array}\right)^{T}
$$

Therefore:

$$
\left(\begin{array}{l}
\lambda_{x_{o}}^{*}  \tag{26}\\
\lambda_{y_{o}}^{*} \\
\lambda_{z o}^{*} \\
\lambda_{x_{T}}^{*} \\
\lambda_{y_{T}}^{*} \\
\lambda_{z_{T}}^{*}
\end{array}\right)=-d\left(\begin{array}{l}
\frac{\partial m}{\partial x_{o}} \\
\frac{\partial m}{\partial y_{o}} \\
\frac{\partial m}{\partial z_{o}} \\
\frac{\partial m}{\partial_{T}} \\
\frac{\partial m}{\partial y_{T}} \\
\frac{\partial m}{\partial z_{T}}
\end{array}\right)=2 d\left(\begin{array}{l}
x_{T_{f}}-x_{O_{f}} \\
y_{T_{f}}-y_{o_{f}} \\
z_{T_{f}}-z_{O_{f}} \\
x_{O_{f}}-x_{T_{f}} \\
y_{O_{f}}-y_{T_{f}} \\
z_{O_{f}}-z_{T_{f}}
\end{array}\right)
$$

Substitution of the costates from Eq. (26) into the optimal control from Equations (21) and (22) the optimal heading and flight path angle of the observer may be formulated as a function of the final observer and target state as follows:

$$
\begin{align*}
& \cos \psi_{O}^{*}= \pm \sqrt{\frac{\left(2 d\left(x_{T_{f}}-x_{O_{f}}\right)\right)^{2}}{\left(2 d\left(x_{T_{f}}-x_{O_{f}}\right)\right)^{2}+\left(2 d\left(y_{T_{f}}-y_{O_{f}}\right)\right)^{2}}}, \quad \sin \psi_{O}^{*} \tag{27}
\end{align*}= \pm \sqrt{\frac{\left(2 d\left(y_{T_{f}}-y_{O_{f}}\right)\right)^{2}}{\left(2 d\left(x_{T_{f}}-x_{O_{f}}\right)\right)^{2}+\left(2 d\left(y_{T_{f}}-y_{O_{f}}\right)\right)^{2}}}
$$

Simplifying Equations (27) and (28), one is able to eliminate the slack variable and find the resulting optimal heading and flight path angle at final time as a function of the final observer and target states:

$$
\begin{align*}
\cos \psi_{O}^{*} & = \pm \frac{\left(x_{T_{f}}-x_{O_{f}}\right)}{\sqrt{\left(x_{T_{f}}-x_{O_{f}}\right)^{2}+\left(y_{T_{f}}-y_{O_{f}}\right)^{2}}}, \quad \sin \psi_{O}^{*}= \pm \frac{\left(y_{T_{f}}-y_{O_{f}}\right)}{\sqrt{\left(x_{T_{f}}-x_{O_{f}}\right)^{2}+\left(y_{T_{f}}-y_{O_{f}}\right)^{2}}}  \tag{29}\\
\cos \gamma_{O}^{*}\left(t_{f}\right) & = \pm \frac{\sqrt{\left(x_{T_{f}}-x_{O_{f}}\right)^{2}+\left(y_{T_{f}}-y_{O_{f}}\right)^{2}}}{R} \tag{30}
\end{align*}
$$

From Equations (29) and (30) we see that the angle from the observer to the target at final time is either the same as the optimal heading or anti-parallel. The latter case is clearly suboptimal since the observer would be aimed directly away from the target at final time. Thus, the sign ambiguity in Equations (29) and (30) may be eliminated. An illustration of the optimal engagement is shown in Figure 2.

## III. Main Result

Provided the target's heading, flight path angle, and speed the optimal heading and flight path angle of the observer which maximizes the time of observation of a non-maneuverable target can be analytically obtained. Without loss of generality, the observer-target scenario is rotated about the target such that the target velocity is aligned with the vertical axis as shown in Figure 2.

## A. Optimal Observer Heading

Because the headings of both agents are constant, the plane formed by the points $T, O$, and $S$ is invariant - it remains perpendicular to the $(x, y)$-plane. From Eq. (29), the optimal observer heading is aimed directly towards the $(x, y)$ projection of the target. Thus the optimal heading of the observer which maximizes observation time is: $\psi_{O}^{*}=\beta+\pi$, where $\beta$ is the (constant) azimuth of the observer w.r.t. the target.

## B. Optimal Observer Flight Path Angle

Consider the triangle formed from $\triangle O S T$. A drawing of the full geometry is shown in Figure 2. Using the law of cosines the following the following equation describes the relationship between the range between the observer to target at final time $(\overline{O S})$, the path by which the target is observed $(\overline{T S})$, the observation radius $(R)$, and the elevation angle when observation is first made $(\alpha)$ :

$$
\begin{equation*}
\overline{O S}^{2}=\overline{T S}^{2}+R^{2}-2 R \overline{T S} \cos (\pi / 2-\alpha) \tag{31}
\end{equation*}
$$



Fig. 2 The Observation Scenario in 3-D

Using the speed ratio between the observer and the target the distance traversed by the observer over the engagement is proportional to the distance traversed by the target: $\overline{O Q}=\mu \overline{T S}$, and therefore:

$$
\begin{equation*}
\overline{O S}=\mu \overline{T S}+R \tag{32}
\end{equation*}
$$

Substitution of Eq. 32) into Eq. 31) and recognizing that $\cos (\pi / 2-x)=\sin x \forall x \in \mathbb{R}$, the following is obtained:

$$
\begin{equation*}
(\mu \overline{T S}+R)^{2}=\overline{T S}^{2}+R^{2}-2 R \overline{T S} \sin \alpha \tag{33}
\end{equation*}
$$

Through algebraic manipulation, Eq. 33 may be solved for $\overline{T S}$. The derivation is shown in Appendix A.C.

$$
\begin{equation*}
\overline{T S}=\frac{2 R(\mu+\sin \alpha)}{1-\mu^{2}} \tag{34}
\end{equation*}
$$

Next, the optimal the path angle is solved using triangle $\triangle O W S$. Recognizing that the Cosine of an angle in a right triangle is equal to the adjacent leg over the hypotenuse:

$$
\begin{equation*}
\cos \gamma_{O}^{*}=\frac{R \cos \alpha}{\overline{O S}} \tag{35}
\end{equation*}
$$

Substitution of Equations (32) and (34) into Eq. (35) the optimal flight path is derived and shown in Appendix A.D The resulting optimal flight path angle is as follows:

$$
\begin{equation*}
\gamma_{O}^{*}=\cos ^{-1}\left(\frac{\left(1-\mu^{2}\right) \cos \alpha}{\mu^{2}+2 \mu \sin \alpha+1}\right) \tag{36}
\end{equation*}
$$

## Special Case: $\alpha \equiv \pi / 2$

When the elevation angle from the Target to the Observer, $\alpha$, is $\pi / 2$, the observer is directly in front of the path of travel of the target. Substitution of $\alpha \equiv \pi / 2$ in Eq. [36], the optimal flight path angle, $\gamma_{O}^{*}=\pi / 2$, as expected.

## IV. Observation Invariance

It is important to show that once the target is within the observation range of the observer, $R$, that the target remains within the observation range until the termination set is reached. Figure 2 shows the geometry for the optimal two-agent scenario. In order to prove that the target stays within the observation range of the observer, define the two-norm range between the observer and target: $\rho(t)=\sqrt{\left(x_{O}(t)-x_{T}(t)\right)^{2}+\left(y_{O}(t)-y_{T}(t)\right)^{2}+\left(z_{O}(t)-z_{T}(t)\right)^{2}} \forall t \in\left(t_{0}, t_{f}\right)$.

Utilizing the Law of Cosines to analyze $\triangle O S T$, the following relationship is obtained:

$$
\begin{equation*}
\overline{T O}^{2}=\overline{T S}^{2}+(\overline{O Q}+\overline{Q S})^{2}-2 \overline{T S}(\overline{O Q}+\overline{Q S}) \cos \omega \tag{37}
\end{equation*}
$$

Recognize that $\overline{O T}=R, \overline{Q S}=R$, and $\overline{T S}=\mu \overline{O Q}$. Substitution into Eq. 37, the following is obtained:

$$
\begin{equation*}
R^{2}=\overline{T S}^{2}+(\mu \overline{T S}+R)^{2}-2 \overline{T S}(\mu \overline{T S}+R) \cos \omega \tag{38}
\end{equation*}
$$

Expanding and solving Eq. 38) for $\cos \omega$ :

$$
\begin{equation*}
\cos \omega=\frac{\overline{T S}(1+\mu)+2 \mu R}{2(\mu \overline{T S}+R)} \tag{39}
\end{equation*}
$$

Now consider a future time, $t_{1} \in\left(t_{0}, t_{f}\right)$. Using the Law of Cosines for $\triangle F H S$ :

$$
\begin{equation*}
\rho^{2}=\overline{F S}^{2}+\overline{H S}^{2}-2 \overline{F S} \overline{H S} \cos \omega \tag{40}
\end{equation*}
$$

Recognize that $\overline{H Q}=\mu \overline{F S}$ and $\overline{H S}=\overline{H Q}+R$. Substituting these into Eq. 40 :

$$
\begin{equation*}
\rho^{2}=\overline{F S}^{2}+(\mu \overline{F S}+R)^{2}-2 \overline{F S}(\mu \overline{F S}+R) \cos \omega \tag{41}
\end{equation*}
$$

Substitution of Eq. (39) into Eq. 41), the following is obtained:

$$
\begin{equation*}
\rho^{2}=\overline{F S}^{2}+(\mu \overline{F S}+R)^{2}-2 \overline{F S}(\mu \overline{F S}+R) \frac{\overline{T S}(1+\mu)+2 \mu R}{2(\mu \overline{T S}+R)} \tag{42}
\end{equation*}
$$

Algebraic manipulation of Eq. (42) results in the following:

$$
\begin{equation*}
\rho^{2}=R^{2}+\frac{\overline{F S} R}{(\mu \overline{T S}+R)}(\overline{F S}-\overline{T S})\left(1-\mu^{2}\right) \tag{43}
\end{equation*}
$$

Notice in Eq. (43) the sign of the individual terms.

$$
\begin{equation*}
\rho^{2}=R^{2}+\underbrace{\frac{\overline{F S} R}{(\mu \overline{T S}+R)}}_{\text {Positive }} \underbrace{(\overline{F S}-\overline{T S})}_{\text {Negative }} \underbrace{\left(1-\mu^{2}\right)}_{\text {Positive }} \tag{44}
\end{equation*}
$$

Therefore, for values of $t_{1} \in\left(t_{0}, t_{f}\right), \rho<R$, and therefore once the target is within the observation range of the observer, he stays there under optimal play until the terminal set is reached at $t_{f}$.

## V. Observation Manifold

The function which describes the target distance while being observed can be found in Eq. 34. The target distance while being observed is a function of the elevation from the target to the observer at initial time, $\alpha$, the radius of
observation, $R$, and the speed ratio, $\mu$. Because velocity is normalized with respect to the target, the range $\overline{T S}=v_{T} t=t$. Substituting the time of exposure, $t$ into Eq. (34), the polar equation for exposure time is as following:

$$
\begin{equation*}
t_{f}=\frac{2 R(\mu+\sin \alpha)}{1-\mu^{2}} \tag{45}
\end{equation*}
$$

Plotting the time of exposure as a function of the target to the observer elevation angle, $\alpha$, produces a limaçon whose cusp is located at the target location. Utilizing Eq. (45), the angle which describes the range of headings the target could take which result in a zero-observation time (ZOT). Note that the boundary for zero-time of exposure solutions exist when $t_{f}=0$. From Eq. (45], values of $\alpha$ which result in non-positive values of $t_{f}$ represent angles for which the observation time is zero. Thus, setting the length $t_{f} \leq 0$ in Eq. (45), one obtains the conditions for zero time of exposure:

$$
\begin{equation*}
\frac{2 R}{1-\mu^{2}}(\mu+\sin \alpha) \leq 0 \tag{46}
\end{equation*}
$$

From Eq. 46, the regions wherein the observer is unable to observe the target occur when the angle $\alpha$ lies in the following range:

$$
\begin{equation*}
\alpha_{\mathrm{ZOT}} \in\left[-\frac{\pi}{2},-\sin ^{-1} \mu\right] \tag{47}
\end{equation*}
$$

Assuming the observer implements the optimal heading which maximized observation time of the faster target, eq. Eq. (34) can be algebraically manipulated to provide the observer-target headings which guarantee a desired observation time. The following is the equation which describes the angle $\alpha$ which guarantees the desired observation time, $t$.

$$
\begin{equation*}
\alpha=\cos ^{-1}\left(\frac{2 \mu R-\left(1-\mu^{2}\right) t}{2 R}\right) \tag{48}
\end{equation*}
$$

It should be noted that the guarantees for observation time are bounded by

$$
\begin{equation*}
t \in\left[0, \frac{2 R(\mu+1)}{1-\mu^{2}}\right] \tag{49}
\end{equation*}
$$

## VI. Example

An illustration of the maximum observation of a slower target in 3-D is presented in this section. In this example, the observer is endowed with an observation radius of $R=2$. The observer is half as fast as the target and as a result, the speed ratio is $\mu=0.5$. Consider the target vehicle to be moving with a flight path angle of $\pi / 2 \mathrm{rad}$ and heading of 0 rad . Define the azimuth to be $\pi / 3 \mathrm{rad}$ and the elevation of the observer with respect to the target to be $\pi / 3 \mathrm{rad}$. From Eq. (36), the optimal flight path angle is calculated to be $\approx 1.3926 \mathrm{rad}$. And the heading is selected to point toward the target, and therefore is 4.1888 rad. Using the optimal flight path angle and heading, Figure 3 shows the maximum time observation scenario in 3-D.

In the figure, the observer's path is represented by the blue line, the observation radius is represented by the shaded blue sphere, and the faster target is represented by the red line. The initial locations are not filled-in and the final time locations of both agents are solid.

In order to ensure observation of the target by the observer, the instantaneous range between the two agents would need to be less than or equal to the observation radius, $R$. We find in Figure 4 that, in fact, the instantaneous range between the observer and the target is less than or equal to the observation range of the observer for the entire engagement.

For various elevation angles, $\alpha$, we see the possible observation time in Figure 5 when the observer implements his optimal strategy. The figure is shown in both polar and Cartesian form for the sake of presenting the angular and time information easier. Note that observation time is independent of azimuth since $\beta$ does not appear in Eq. (45) and therefore only plots for various elevation angles are presented.

In Figure 5, the red lines represent zero-time of exposure while blue lines represent positive non-zero time of exposure. By plotting the observation time for all possible elevation angles, $\alpha$, we see that maximum observation occurs when the target and observer move co-linear with one another $(\alpha=\pi / 2)$ as expected. From Figure 5, one may observe the zero-exposure time angles as well as the exposure time limaçon. For our example, the zero-time observation angle is found by computing Eq. 47). In our example, the zero time of exposure occurs between $\alpha \in[-\pi / 2,-\pi / 6]$ rad.

## Observation Scenario



Fig. 3 The maximum-time observation of a faster Target by a slower Observer in 3-D Cartesian Space


Fig. 4 The instantaneous range is inside the exposure region for the entirely of the scenario

## VII. Conclusions / Future Work

In conclusion, using a spherical region centered at the observer and commanding the instantaneous heading and flight path angle of the observer, we have maximized the time by which the target remains inside the observation range. Using the calculus of variations and optimal control theory, we have posed and solved for the optimal instantaneous heading and flight path angle of the observer required to maximize the observation of a faster non-maneuvering target. First, we showed that the optimal heading and flight path angle of the observer are constant. Next, we showed that the observation time is independent of initial azimuth angle and dependent upon the relative elevation angle, observation radius, and speed ratio. Using the relations for exposure time, the regions where observation is not possible are described. Finally, we presented an example which highlights the maximum observation of a non-maneuvering faster target by a


Fig. 5 The relationship of the observation time as a function of the relative elevation angle, $\alpha$, shown in both Cartesian and Polar plots
slower observer. The figures presented in the example illustrate the findings and demonstrate the results of this work.
Future work of interest includes non-straight target paths. This includes and is not limited to, target paths which are circular, elliptic, or composed of straight and curved sections. Of course, arbitrary target paths are also of interest. However, the tractability of closed form solutions for maximum observation for arbitrary target paths is unlikely. It is hypothesized that numeric methods may be leveraged in order to determine optimal observer strategies when the target maneuvers arbitrarily; this is left for future investigation.

## A. Select Derivations

## A. Optimal Heading as a Function of Optimal Costates

This derivation starts with Eq. (13) and derives Equations (14) and (15) through algebraic manipulation.

$$
\begin{aligned}
0 & =-\lambda_{x_{O}}^{*} \mu \cos \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \mu \cos \gamma_{O}^{*} \cos \psi_{O}^{*} \\
0 & =-\lambda_{x_{O}}^{*} \sin \psi_{O}^{*}+\lambda_{y_{O}}^{*} \cos \psi_{O}^{*} \\
\lambda_{x_{O}}^{*} \sin \psi_{O}^{*} & =\lambda_{y_{O}}^{*} \cos \psi_{O}^{*} \\
\lambda_{x_{O}}^{* 2} \sin ^{2} \psi_{O}^{*} & =\lambda_{y_{O}}^{* 2} \cos ^{2} \psi_{O}^{*} \\
\lambda_{x_{O}}^{* 2}\left(1-\cos ^{2} \psi_{O}^{*}\right) & =+\lambda_{y_{O}}^{* 2} \cos ^{2} \psi_{O}^{*} \\
\lambda_{x_{O}}^{* 2}-\lambda_{x_{O}}^{* 2} \cos ^{2} \psi_{O}^{*} & =\lambda_{y_{O}}^{* 2} \cos ^{2} \psi_{O}^{*} \\
\lambda_{x_{O}}^{* 2} & =\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right) \cos ^{2} \psi_{O}^{*} \\
\cos ^{2} \psi_{O}^{*} & =\frac{\lambda_{x_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}} \\
1-\sin ^{2} \psi_{O}^{*} & =\frac{\lambda_{x_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}} \Rightarrow \sin ^{2} \psi_{O}^{*}=\frac{\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}
\end{aligned}
$$

## B. Optimal Flight Path Angle as a Function of Optimal Costates

This derivation starts with Eq. 17) and derives Eq. 19 through algebraic manipulation.

$$
\begin{array}{r}
0=-\lambda_{x_{O}}^{*} \mu \sin \gamma_{O}^{*} \cos \psi_{O}^{*}-\lambda_{y_{O}}^{*} \mu \sin \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{z O}^{*} \mu \cos \gamma_{O}^{*} \\
0=-\lambda_{x_{O}}^{*} \sin \gamma_{O}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \gamma_{O}^{*} \sin \psi_{O}^{*}+\lambda_{z O}^{*} \cos \gamma_{O}^{*} \\
0=-\sin \gamma_{O}^{*}\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)+\lambda_{z O}^{*} \cos \gamma_{O}^{*} \\
\sin \gamma_{O}^{*}\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)=\lambda_{z O}^{*} \cos \gamma_{O}^{*} \\
\sin ^{2} \gamma_{O}^{*}\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}=\lambda_{z O}^{* 2} \cos ^{2} \gamma_{O}^{*} \\
\left(1-\cos ^{2} \gamma_{O}^{*}\right)\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}=\lambda_{z O}^{* 2} \cos ^{2} \gamma_{O}^{*} \\
\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}-\cos ^{2} \gamma_{O}^{*}\left(\lambda_{x_{O}^{*}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}^{*}} \sin \psi_{O}^{*}\right)^{2}=\lambda_{z O}^{* 2} \cos ^{2} \gamma_{O}^{*} \\
\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}^{*}}^{*} \sin \psi_{O}^{*}\right)^{2}=\cos ^{2} \gamma_{O}^{*}\left(\lambda_{x_{O}^{*}} \cos \psi_{O}^{*}+\lambda_{y_{O}^{*}} \sin \psi_{O}^{*}\right)^{2}+\lambda_{z O}^{* 2} \cos ^{2} \gamma_{O}^{*} \\
\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}=\cos ^{2} \gamma_{O}^{*}\left(\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}+\lambda_{z O}^{* 2}\right)
\end{array}
$$

Therefore:

$$
\cos ^{2} \gamma_{O}^{*}=\frac{\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}}{\lambda_{z O}^{* 2}+\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}}
$$

Expanding further and substitution of Equations (14) and (15) for $\cos ^{2} \psi_{O}^{*}$ and $\sin ^{2} \psi_{O}^{*}$ :

$$
\begin{aligned}
& \cos ^{2} \gamma_{O}^{*}=\frac{\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}}{\lambda_{z_{O}}^{* 2}+\left(\lambda_{x_{O}}^{*} \cos \psi_{O}^{*}+\lambda_{y_{O}}^{*} \sin \psi_{O}^{*}\right)^{2}} \\
& =\frac{\lambda_{x_{O}}^{* 2} \cos ^{2} \psi_{O}^{*}+\lambda_{y_{O}}^{* 2} \sin ^{2} \psi_{O}^{*}+2 \lambda_{x_{O}}^{*} \lambda_{y_{O}}^{*} \cos \psi_{O}^{*} \sin \psi_{O}^{*}}{\lambda_{z O}^{* 2}+\lambda_{x_{O}}^{* 2} \cos ^{2} \psi_{O}^{*}+\lambda_{y_{O}}^{* 2} \sin ^{2} \psi_{O}^{*}+2 \lambda_{x_{O}}^{*} \lambda_{y_{O}}^{*} \cos \psi_{O}^{*} \sin \psi_{O}^{*}}
\end{aligned}
$$

As an aside:

$$
2 \lambda_{x_{O}}^{*} \lambda_{y_{o}}^{*}\left(\frac{\lambda_{x_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2}}\right)^{1 / 2}\left(\frac{\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}\right)^{1 / 2}=2 \frac{\lambda_{x_{O}}^{* 2} \lambda_{y_{o}^{*}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{x_{O}}^{* 2}}
$$

Therefore $\cos ^{2} \gamma_{O}$ may be written as:

$$
\begin{aligned}
& =\frac{\lambda_{x_{O}}^{* 2} \lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2} \lambda_{y_{O}}^{* 2}+2 \lambda_{x_{o}}^{* 2} \lambda_{y_{O}}^{* 2}}{\lambda_{z_{O}}^{* 2}+\lambda_{x_{o}}^{* 2} \lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2} \lambda_{y_{o}}^{* 2}+2 \lambda_{x_{O}}^{* 2} \lambda_{y_{O}}^{* 2}}
\end{aligned}
$$

Also as an aside:

$$
\begin{aligned}
& \frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2}\right)}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2}}=\frac{\lambda_{x_{O}}^{* 2} \lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2} \lambda_{y_{o}}^{* 2}+2 \lambda_{x_{O}}^{* 2} \lambda_{y_{o}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{o}}^{* 2}} \\
& \frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}-\frac{2 \lambda_{x_{O}}^{* 2} \lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}=\frac{\lambda_{x_{O}}^{* 2} \lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2} \lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}
\end{aligned}
$$

Therefore $\cos ^{2} \gamma_{O}$ may be written as:

$$
\begin{aligned}
\cos ^{2} \gamma_{O}^{*} & =\frac{\frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}}{\lambda_{z_{O}}^{* 2}+\frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}}=\frac{\frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}}{\lambda_{z_{O}}^{* 2} \frac{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{2}+\lambda_{y_{O}}^{* 2}}+\frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{x_{O}+\lambda_{y_{O}}^{* 2}}^{*}}} \\
= & \frac{\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}{\lambda_{z_{O}}^{* 2}\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)+\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)\left(\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}\right)}
\end{aligned}
$$

Therefore:

$$
\cos ^{2} \gamma_{O}^{*}=\frac{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}}{\lambda_{x_{O}}^{* 2}+\lambda_{y_{O}}^{* 2}+\lambda_{z_{O}}^{* 2}}
$$

## C. Optimal Path of Target Exposure, $\overline{T S}$

The derivation of the target exposure length starts with Eq. (33) and derives Eq. (34) through algebraic manipulation.

$$
(\mu \overline{T S}+R)^{2}=\overline{T S}^{2}+R^{2}-2 R \overline{T S} \cos (\pi / 2-\alpha)
$$

Recall that $\cos (\pi / 2-x)=\sin (x) \forall x \in \mathbb{R}$. Therefore the equation is simplified as follows:

$$
(\mu \overline{T S}+R)^{2}=\overline{T S}^{2}+R^{2}-2 R \overline{T S} \sin (\alpha)
$$

Expanding all terms in the equation the following is obtained:

$$
\mu^{2} \overline{T S}^{2}+R^{2}+2 R \mu \overline{T S}=\overline{T S}^{2}+R^{2}-2 R \overline{T S} \sin (\alpha)
$$

Removing $R^{2}$ from both sides:

$$
\mu^{2} \overline{T S}^{2}+2 R \mu \overline{T S}=\overline{T S}^{2}-2 R \overline{T S} \sin (\alpha)
$$

Divide both sides of the equation by $\overline{T S}$ :

$$
\begin{aligned}
\mu^{2} \overline{T S}+2 R \mu & =\overline{T S}+2 R \cos (\alpha) \\
\left(1-\mu^{2}\right) \overline{T S} & =2 R(\mu+\sin \alpha)
\end{aligned}
$$

Therefore:

$$
\overline{T S}=\frac{2 R(\mu+\sin \alpha)}{1-\mu^{2}}
$$

## D. Optimal Flight Path Angle

Substitution of Equations (32) and (34) into Eq. (35) the optimal flight path angle in Eq. (36) is derived. Starting with Eq. 35]:

$$
\cos \gamma_{O}^{*}=\frac{R \cos \alpha}{\overline{O S}}
$$

Substitution of Eq. 32 for $\overline{O S}$ the following is obtained

$$
\cos \gamma_{O}^{*}=\frac{R \cos \alpha}{\mu \overline{T S}+R}
$$

Further, substitution of Eq. 34 for $\overline{T S}$, the following is obtained:

$$
\begin{aligned}
\cos \gamma_{O}^{*} & =\frac{R \cos \alpha}{\mu\left(\frac{2 R(\mu+\sin \alpha)}{1-\mu^{2}}\right)+R} & =\frac{R \cos \alpha}{\frac{2 R \mu(\mu+\sin \alpha)}{1-\mu^{2}}+R} & =\frac{R \cos \alpha}{\frac{2 R \mu(\mu+\sin \alpha)}{1-\mu^{2}}+R \frac{1-\mu^{2}}{1-\mu^{2}}} \\
& =\frac{\left(1-\mu^{2}\right) R \cos \alpha}{2 R \mu(\mu+\sin \alpha)+R\left(1-\mu^{2}\right)} & =\frac{\left(1-\mu^{2}\right) \cos \alpha}{2 \mu(\mu+\sin \alpha)+\left(1-\mu^{2}\right)} & =\frac{\left(1-\mu^{2}\right) \cos \alpha}{2 \mu^{2}+2 \mu \sin \alpha+1-\mu^{2}} \\
& =\frac{\left(1-\mu^{2}\right) \cos \alpha}{\mu^{2}+2 \mu \sin \alpha+1} & &
\end{aligned}
$$

Therefore

$$
\gamma_{O}^{*}=\cos ^{-1}\left(\frac{\left(1-\mu^{2}\right) \cos \alpha}{\mu^{2}+2 \mu \sin \alpha+1}\right)
$$
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